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ABSTRACT 

This article first integrates data on fruit tree yield and related influencing factors in 

Fujian Province, covering two major categories of factors: social and natural. On this 

basis, this article calculated the correlation coefficients between fruit tree yield and 

various factors, verifying the rationality of indicator selection. Subsequently, this 

article used a combination of grey model GM (1,1), BP neural network model, and 

fruit fly algorithm to optimize the grey model and neural network for fruit tree yield 

prediction. In the end, based on the research results, it was found that the 

combination model of fruit fly algorithm optimized grey model and neural network 

has a better prediction effect on fruit tree yield, which is more suitable for us to 

deeply understand the changes in fruit tree yield. It can also be well trained for 

relatively random natural factors. 
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1. Introduction 

The fruit industry has become the third largest agricultural planting industry in China [1], second only to grain 

and vegetables. However, with the changes in social and natural environments, the contradiction between market 

supply and demand has become increasingly prominent, resulting in some fruits being overstocked and unsold, and 

the overall price being relatively high but with insufficient added value. Therefore, through accurate prediction of 

fruit tree production, it can better adjust the supply and demand of the market, which has important practical 

significance. There are many methods for predicting fruit tree production, and the selection of indicators is also very 

diverse. Common prediction methods [2] include scenario analysis, regression analysis, exponential smoothing, 

grey model, BP neural network, etc. Common indicators selected include soil moisture, soil nutrients, soil pH value, 

tree species, leaf area index, fertilizer application amount, irrigation amount, etc. Hu Haijun [3] explored the impact 

of management indicators on apple tree yield, and summarized scientific methods by establishing predictive 

models. By reasonably utilizing water resources and fertilizers, accurate supply and management of apple tree 

production factors can be achieved; He Shulin et al. [4] used neural network algorithms to predict the water demand 

of fruit trees and achieved precise irrigation, accurately predicting the yield of fruit trees; Xiang Yanan [5] explored 

the relationship between industrial factors and fruit tree yield through methods such as grey correlation analysis 

and GM (1,1) prediction model, and accurately predicted fruit tree yield; Anderson Pedro Bernardina Batista et al. 

[6] investigated the impact of forest type on fruit tree yield and analyzed that under certain conditions, the fruit 

yield of one tree in a forest type can affect the fruit yield of adjacent trees.  

Research on fruit tree yield at home and abroad mainly focuses on individual fruit tree varieties, traits, 

management conditions, etc. Although some progress has been made, there is still a certain gap between simulation 

experiments and reality. In real life, some difficult to predict natural disasters may occur, which will also affect fruit 

tree yield. In addition, how to improve prediction accuracy is still a key issue in research. 

In response to the above shortcomings, this study will adopt a combination model of fruit fly optimized grey 

neural network [7] to apply to fruit tree yield prediction, and introduce natural factors with special characteristics 

(natural disasters, generally considered as low probability events) as impact indicators. The main goal is to approach 

reality in simulation experiments, consider extreme weather conditions, and strive to improve the accuracy of 

predictions.  

This study is based on Fujian Province. Due to the frequent occurrence of climate disasters such as typhoons 

and heavy rainfall in the Fujian region, a series of sudden events such as geological disasters may occur [8], which 

may also affect fruit tree yields. Firstly, a comprehensive analysis was conducted on the selection of indicators in 

existing relevant research, combined with the factors of natural disasters and the availability of data. Eight data 

indicators were selected, which were divided into two categories: social factors and natural factors; Secondly, prove 

the rationality of selecting the constructed index and calculate the correlation coefficient between fruit tree yield 

and its influencing factors [9]; Finally, the constructed fruit fly algorithm is used to optimize the grey neural network 

model for predicting fruit tree yield, and accuracy comparisons are made with other models. For many other 

references, we can see [10-48]. 

2. Basic Theory  

2.1. GM (1,1) Model 

The Grey Prediction Model (GM) [49] is a model that uses discrete random numbers to establish differential 

equation forms. It performs well in predicting trend changes and only requires a small number of samples, but 

cannot approximate complex nonlinear functions. Some factors that affect fruit tree yield are non dynamic and non 

synchronous, which affects the accuracy of model predictions. 
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Steps for establishing a GM (1,1) grey prediction model:  

1) Data testing  

The original data column is called 𝜆(𝑘):𝑥(0) = (𝑥(0)(1), 𝑥(0)(2), . . . , 𝑥(0)(𝑛)), and the original data sequence is 

accumulated to obtain the accumulated sequence. Calculate:  

𝜆(𝑘) =
𝑥(0)(𝑘 − 1)

𝑥(0)(𝑘)
, 𝑘 = 2,3, . . . , 𝑛 (1) 

If all 𝑋 = (𝑒
−2

𝑛+1, 𝑒
2

𝑛+1) sequences are 𝜆(𝑘) in the middle, a GM (1,1) model can be established by X and we can use 

it for prediction.  

2) Establish GM (1,1) model  

If the 𝑥(0) = (𝑥(0)(1), 𝑥(0)(2), . . . , 𝑥(0)(𝑛)) above criteria are met, a GM (1,1) model can be established and used as 

the data set.  

𝑥(0)(𝑘) + 𝛼𝑧(1)(𝑘) = 𝑏 (2) 

𝑑𝑥(1)(𝑡)

𝑑𝑡
+ 𝛼𝑥(1)(𝑡) = 𝑏 (3) 

Calculate 𝑎, 𝑏, obtain formula (4), and solve for the predicted value of the model. 

�̂�(1)(𝑘 + 1) = (𝑥(0)(1) −
𝑏

𝑎
)𝑒−𝑎𝑘 +

𝑏

𝑎
𝑘 = 1,2, . . . , 𝑛 − 1 (4) 

Using the analytical expression of the model, predict the accumulated sequence, and then use the reverse 

accumulation operation of the accumulated sequence to obtain the predicted value of the original sequence.  

3) Test predicted value  

Residual test: calculating relative residuals  

𝜀(𝑘) =
𝑥(0)(𝑘) − �̂�(0)(𝑘)

𝑥(0)(𝑘)
, 𝑘 = 1,2, . . . , 𝑛 (5) 

2.2. BP Neural Network Model 

BP neural network [50] is a typical multi-layer feedforward neural network that can approximate any random 

function and performs well in handling nonlinear and complex predictions. However, excessive approximation may 

reduce generalization ability and affect model accuracy.  

The specific operation process of BP neural network includes:  

1) Parameter Allocation 

Each input vector corresponds to an output vector, which is (𝑋, 𝑌) composed of a dataset. The number of input 

layer nodes in the network determines the dimensionality of the input layer𝑛, and similarly, the number of output 

layer nodes determines the dimensionality of the output layer𝑚.  

2) The formula for calculating the data of hidden layer neurons is 𝐻𝑓as follows:  

𝐻𝑓 = 𝑓(∑(𝑤𝑖𝑗𝑥𝑖 − 𝑎𝑗)

𝑛

𝑖=1

), 𝑗 = 1,2, . . . , 𝐿 (6) 
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𝑓() Represents the activation function, 𝑥𝑖𝑗represents the weights of the input layer and hidden layer, and 

𝑏represents the output layer threshold. 

3) 𝑂𝑘 The formula for calculating the data of output layer neurons is:  

𝑂𝑘 = ∑ 𝐻𝑖𝑤𝑖𝑘 − 𝑏𝑘 , 𝑘 = 1,2, . . . , 𝑛

𝐿

𝑖=1

 (7) 

𝐻𝑖  Represents the data in the hidden layer neurons, 𝑤𝑗𝑘represents the weight from the hidden layer to the output 

layer, and 𝑏represents the output layer threshold.  

4) Calculation error  

The error of the network loss function is 𝑒𝑘expressed as:  

𝑒𝑘 = 𝑌𝑘 − 𝑂𝑘 , 𝑘 = 1,2, . . . , 𝑚 (8) 

5) Update weights and thresholds 

The error of the network loss function 𝑒𝑘can be optimized by updating the weights, which is known as the 

gradient descent method.  

6) Predictive data  

After the iteration of the model algorithm is completed, the prediction model is considered to have been 

successfully constructed, and the actual data can be substituted into the prediction model.  

3. Establishment of a Combination Model for Optimizing Grey Neural 

Network with Drosophila Algorithm 

Although BP neural networks require sufficient training samples and hidden nodes to approximate any function, 

grey system modeling prediction only requires a small number of samples, and BP neural networks usually use 

monotonically increasing sigmoid functions as excitation functions. Therefore, these two models have 

complementarity when dealing with complex nonlinear situations. However, the simple linear weighted 

combination method did not fully utilize the advantages of the two models. Therefore, this study explores the 

combination of the fruit fly algorithm and grey neural network to achieve better prediction results. 

The specific steps for optimizing GNNM using the FOA algorithm are as follows: 

Step 1: Firstly, attempt to preprocess the data related to the predicted event to determine whether the data is 

suitable for the grey neural model. If the data meets the requirements for model applicability, further normalization, 

ashing, etc. will be carried out on the data. As the common Min Max normalization method was first used in the 

normalization process of the data in this study, but the normalized data is not within the expected range, the Z-

score normalization method is used to scale the data to a range of mean 0 and standard deviation 1, which is more 

suitable for the data in this article. Establish corresponding grey neural network models;  

Step 2: Initialize the relevant parameters of the FOA algorithm, including maxgen and NP. The initial population 

of fruit flies emerged in this way; 

Step 3: The process of olfactory search. Set the initial iteration number(𝑔 = 0), motion direction, and random 

step size of the algorithm;  
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Step 4: Set the initial optimal taste concentration to infinity and determine the judgment value of taste 

concentration𝑆𝑖. According to𝑆𝑖, calculate the odor concentration value of fruit flies, which is the adaptation 

value𝑆𝑚𝑒𝑙𝑙𝑖 , and use the error between the actual output value and the determined judgment value 𝐸as the 

adaptation judgment function; 

Step 5: Visual positioning process. This process involves selecting the individual with the highest fitness value as 

the optimal individual. Drosophila begins the visual search phase, flying towards the position of the optimal 

individual;  

Step 6: Update iterative optimization to determine if the current adaptation value is the maximum value. If so, 

use the output parameters 𝑎 and 𝑏 to determine the structure, weight, and threshold of GNNM. Otherwise, repeat 

the above steps.  

4. Combination Model Applications 

4.1. Overview of the Research Area 

This article takes the situation of fruit trees in Fujian Province as the research object, selects 8 data indicators, 

and divides them into two categories: social factors and natural factors. Social factors include fruit tree area 

(thousand hectares), total power of agricultural machinery (ten thousand kilowatts), and local financial expenditure 

decisions on land, resources, and meteorology (one hundred million yuan). Among them, local financial expenditure 

decisions on land, resources, and meteorology include local financial investment in agriculture and investment in 

geological disaster prevention; Natural factors include the affected area of floods (in thousands of hectares), 

drought (in thousands of hectares), wind and hail (in thousands of hectares), freezing (in thousands of hectares), 

and the number of geological disasters that occur. Among them, geological disasters include ground collapse, debris 

flow, collapse, and landslide. All influencing factors are from the website of the National Bureau of Statistics, with a 

time span of 2015-2022. 

4.2. Data Preprocessing  

The data used in this article is as follows (Table 1). Some natural disaster data appears blank when collected on 

the official website of the National Bureau of Statistics, and this article assigns it a value of 0:  

Based on the data from 2015 to 2022, perform dimensionless processing on it, and use the grey correlation 

analysis method to calculate the correlation coefficient between the grey correlation degree and the prediction 

index. The calculation formula is: 

𝜉(𝑖, 𝑗) =
𝑚𝑖𝑛|𝑥(0)(𝑖) − 𝑥(0)(𝑗)| + 𝜌 ⋅ 𝑚𝑎𝑥|𝑥(0)(𝑖) − 𝑥(0)(𝑗)|

|𝑥(0)(𝑖) − 𝑥(0)(𝑗)| + 𝜌 ⋅ 𝑚𝑎𝑥|𝑥(0)(𝑖) − 𝑥(0)(𝑗)|
 

Where 𝑥(0)(𝑖) and 𝑥(0)(𝑗) represent the 𝑖th and 𝑗th raw data 𝜌, respectively, and are the resolution coefficients, 

which are taken in this paper𝜌 = 0.5. Perform weighted processing based on the calculated correlation degree.  

It can be clearly seen from the calculation results that the correlation between fruit tree area and fruit tree yield 

is the highest, indicating that the planting area of fruit trees has the most significant impact on yield (Table 2). 

Secondly, the number of decisions on expenditure on local finance, land resources, meteorology, and other affairs 

is also an important influencing factor. The correlation between the affected area of frozen disasters is the lowest, 

which is consistent with the subtropical monsoon climate characteristics of Fujian Province. Fujian Province has high 

temperatures and rainfall in summer, mild and humid winters, and less extreme low temperatures. Therefore, the 

impact of freezing disasters on yield is relatively small. These results are consistent with the actual situation, 

verifying the rationality of the selected indicators and the accuracy of the prediction model.  
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Table 1: Data.  

 

Area of Fruit 

Trees (Thousand 

Hectares) 

Total Power of 

Agricultural Machinery 

(10000 Kilowatts) 

Decision on Expenditure on 

Local Finance, Land Resources, 

Meteorology and other Affairs 

(in Billions of Yuan) 

Flood Affected 

Area (Thousand 

Hectares) 

Drought Affected 

Area (Thousand 

Hectares) 

2015年 324.94 1384.13 33.43 76.8 0 

2016年 304.52 1269.09 40.04 50.0 0 

2017年 310.45 1232.42 48.60 12.8 20 

2018年 331.79 1228.27 54.33 7.6 23.9 

2019年 344.08 1237.73 53.57 93.6 21.6 

2020年 355.78 1260.20 59.30 16.1 31.1 

2021年 368.36 1270.52 52.80 23.1 1.3 

2022年 377.09 1296.71 63.50 60.4 26.1 
 

 

Affected Area of Wind  

and Hail Disasters  

(Thousand Hectares)  

Freezing Disaster Affected 

Area (Thousand Hectares)  

Number of Geological 

Disasters Occurring (Times)  

Fruit Production  

(10000 tons)  

2015年 0.2 0 225 600.98 

2016年 1.5 155.9 1327 591.76 

2017年 0.1 0 82 644.67 

2018年 0.8 10.5 29 683.11 

2019年 7.9 0 163 727.21 

2020年 3.6 0 27 764.58 

2021年 1.9 13.7 35 810.29 

2022年 5.3 14.1 202 864.94 

 

Table 2: Grey correlation degree between fruit tree yield and its influencing factors.  
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Relevance  0.984 0.973 0.962 0.814 0.809 0.804 0.776 0.726 

ranking 1 2 3 4 5 6 7 8 

 

Perform a rank ratio test on the original data sequence. This article uses rank ratios to test the data, as shown 

below (Table 3): 

From the above analysis shown in Table 3, it can be concluded that all the level ratios of the original sequence 

are within the interval (0.801, 1.249), indicating that the original sequence is suitable for constructing a grey 

prediction model.  
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Table 3: Results of level comparison test.  

Original Value  Grade Ratio  

600.98 - 

591.76 1.016 

644.67 0.918 

683.11 0.944 

727.21 0.939 

764.58 0.951 

810.29 0.944 

864.94 0.937 

 

4.3. Analysis of Model Application Results 

According to the previous text, the construction process of FOA-GNNM was detailed, and the prediction process 

is based on processed data and step input models. The algorithm for optimizing the parameters of the grey neural 

network using the fruit fly optimization algorithm was used to train and predict the data in this article. The 

optimization process is as follows (Fig. 1):  

 

 

Figure 1: Optimization process diagram. 

It can be seen that as the number of iterations increases, the minimum mean square error decreases, greatly 

improving the prediction accuracy of the model. In addition, this article also presents the movement diagram of fruit 

flies (Fig. 2). 

Comparing the predictive performance of traditional grey model, BP neural network model, and fruit fly 

algorithm optimized grey neural network combination model (Table 4). 
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Figure 2: Drosophila flight route map.  

Table 4: Model comparison. 

 GM (1,1)  BP Neural Network  FOA-GNNM 

Average absolute error (%)  1.075 1.100 0.076 

 

By comparing the prediction results of the three models, it can be concluded that the improved combination 

model based on the fruit fly algorithm has the smallest average relative error and the highest prediction accuracy. 

This indicates that the combination model of fruit fly algorithm optimized grey neural network can make correct 

predictions based on special natural disasters (generally considered as low probability events), and can be applied 

to processing small samples of data with special influencing factors, while also achieving good results. Therefore, 

this method is not only more scientific, but also combined with current policies for indicator selection, with 

comprehensiveness, dynamism, and timeliness. The predicted trend is in line with the actual trend of fruit tree yield 

changes. And it has strong global optimization ability, which is more suitable for predicting events with fewer related 

data samples and smaller scales, such as in fruit tree yield prediction events that consider natural factors. 

4.4. Making Predictions  

Predict the fruit tree yield for the next three years (due to the characteristics of the model, each prediction is 

different, and the results of a certain prediction are shown in Table 5). 

Table 5: Prediction of fruit tree yield from 2023 to 2025. 

Year  Predicted Value (10000 Tons)  

2023 978.6 

2024 861.4 

2025 947.6 

 

the movement diagram of fruit flies 

X-axis 

Y
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These predicted values are closely related to 8 data indicators, and social factors are relatively stable. However, 

it cannot be ruled out that changes in government strategy may affect the transformation of social factors; The 

predicted values in this article are obtained from the training results of the original data, and due to the 

characteristics of the model, each predicted value is different. Therefore, this predicted value is for reference only 

and has no authority.  

5. Conclusion and Suggestions 

According to the research results, social factors have the highest correlation with fruit tree yield, but natural 

factors cannot be ignored. Given the natural situation in Fujian Province, it should also be considered as an 

important influencing indicator when predicting fruit tree yield. The combination model of the fruit fly algorithm 

optimized grey neural network used in this article has shown good performance in predicting fruit tree yield, and 

can also be effectively trained for relatively random natural factors. With the advent of the digital age, the 

government's demand for refined management of the fruit tree industry is becoming increasingly strong. In view of 

this, the following suggestions can be made for the government's layout of the fruit tree industry: 

1) Expand industrial scale according to local conditions. The disasters in Fujian Province are mainly concentrated 

in the hilly and mountainous areas of the central and western regions. The government can conduct on-site research 

to determine development areas and concentrate development, develop deep processing industries, and form 

industrial clusters; At the same time, a reasonable allocation of special finance will be made to introduce advanced 

technology, improve fruit tree infrastructure, promote mechanization, intelligence, and green development, improve 

fruit tree yield and quality, and provide technical training and guidance to help fruit farmers make rational use of 

resources, scientifically manage fruit trees, improve fruit tree stress resistance and yield stability, and cope with 

different climate and environmental changes. 

2) Make a good prediction plan. Promote meteorological and geological research departments to use annual 

forecasts of natural factors for the prevention and control of natural disasters and fruit tree yields, coordinate and 

plan response methods, maintain market supply and demand balance, establish a fruit tree yield prediction system, 

and formulate reasonable fruit tree resource allocation plans, including arrangements for land use, water resource 

allocation, fertilization, and pest and disease prevention; At the same time, when predicting a decrease in fruit tree 

yield, develop an emergency plan for the current year and use the "three in one" approach to safeguard the interests 

of fruit farmers. 

3) Strengthen the ecological environment protection of orchards. Strengthen the ecological environment 

protection of orchards. Clarify the ecological red line of fruit trees, strengthen the protection of the ecological 

environment of orchards, establish a monitoring and evaluation system for the ecological environment of fruit trees, 

regularly monitor and evaluate the ecological environment of orchards, timely discover and solve ecological 

environment problems, protect the stability and healthy development of the orchard ecosystem, and ensure the 

sustainability and long-term development of fruit tree production.  
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