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1. INTRODUCTION 

Differential equations with fractional order are the 

effective tool for the modelling of many phenomenons 

in distinct areas of science and engineering. Hence, in 

the last few years, a great interest has been given to 

the topic of differential equations of arbitrary order. The 

field relevant to the existence theory of solutions of 

fractional differential equations (FDEs) and their 

problems were well analysed by many researchers, for 

complete study see [1-4]. In all these papers, the 

concerned results were derived by using some 

standard fixed point theorems. 

Some researchers have focused their attentions to 

generalize the fractional derivative like Riemann-

Liouville fractional derivative, Caputo fractional 

derivative etc. Very recently, Oliveira and his co-

researcher introduced the Hilfer-Katugampola fractional 

derivative, see [5], which unifies some fractional 

derivatives (which is discussed in Section 2). The Hilfer 

derivative was introduced by R. Hilfer [6] that is used to 

interpolate the Riemann-Liouville and the Caputo 

fractional derivative. In the following days, many 

researchers had done valuable works on generalizing 

some fractional derivatives. In recent times, there has 

been a significant interest and development in Hilfer 

fractional derivative, which can be found in [7-12]. 

The stability properties of all types of equations 

have gained the attention of many researchers. In  
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particular, the Ulam-Hyers stability and its four types 

have been considered by many authors, and analysis 

of this topic has grown to be one of the important 

studies in mathematical analysis. For detailed study on 

Ulam-Hyers stability, interested readers can refer to 

[13-17]. 

The pantograph equation is a special kind of delay 

differential equations. For more details on the recent 

developments of fractional pantograph equation, one 

can refer to [18-20]. In [18], Balachandran generalized 

the neutral type fractional pantograph equation. 

Recently, Vivek et al. [21]. discussed theory and 

analysis of nonlinear neutral pantograph equations via 

Hilfer fractional derivative. 

Motivated by the above discussion, in this paper, we 

investigate the nonlinear neutral pantograph equations 

with Hilfer-Katugampola fractional derivative of the form 

ρ
D
α,β

u (t) = g(t, u(t), u(κt), 
ρ
D
α,β

u(κt)), t ∈ J := [a, b],   (1.1) 

ρ 1−
u(a) = ua,       (1.2) 

where D is the Hilfer-Katugampola fractional deriva- 

tive of order (0 <  < 1) and type (0 ≤  ≤ 1) and 
1- 

is fractional integral order 1- ( =  +  - ). Let R be 

a Banach space, g : J x R x R x R → R is a given 

continuous function and 0 < κ < 1. 

The outline of the paper is as follows. In Section 2, 

we give some basic definitions and results concerning 

the Hilfer-Katugampola fractional derivative. In Section 

3, we present our existence and uniqueness of the 

results. In section 4, we discuss four types of stability. 
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2. PRELIMINARIES 

In the current section, we recall some definitions 

and results from fractional calculus. The following 

observations are taken from [3,5,8,14,15,17]. Let  

C[a, b] a space of continuous functions from J into R 

with the norm  

ǁuǁ = sup {|u(t)| : t ∈ J} . 

The weighted space C,ρ[a, b] of functions f on [a, b] 

is defined by  
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continuously differentiable, with the operator δρ, on [a, 

b] up to (n − 1) order and the derivative δnρ f of order n 
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For n = 0, we have  

C0
ρ, [a, b] = Cγ,ρ[a, b] 

Definition 2.1. The generalized left-sided fractional 

integral
 ρIα f of order α ∈ C(R (α)) is defined by  
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if the integral exists.  

The generalized fractional derivative, corresponding 

to the generalised fractional integral (2.1), is defined for 0 ≤ a < t, by  
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if the integral exists.  

Definition 2.2. The Hilfer-Katugampola fractional 

derivative with respect to t, with ρ > 0, is defined by  
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• The operator D can be written as  

ρDα,β = 
ρ

 

β(1−α)δρρ 1−γ = ρ β(1−α)ρDγ, γ = α + β − αβ. 

• The fractional derivative ρDα,β is considered as 

interpolator, with the convenient parameters, of the 

following fractional derivatives  

1.  Hilfer fractional derivative when ρ → 1. 

2.  Hilfer-Hadamard fractional derivative when ρ → 0. 

3.  Generalized fractional derivative when β = 0. 

4.  Caputo-type fractional derivative when β = 1. 

5.  Riemann-Liouville fractional derivative when β = 0, 

ρ → 1. 

6.  Hadamard fractional derivative when β = 0, ρ → 0. 

7.  Caputo fractional derivative when β = 1, ρ → 1. 

8.  Caputo-Hadamard fractional derivative when β = 1, 

ρ → 0. 

9.  Liouville fractional derivative when β = 0, ρ → 1,  

a = 0. 

10.  Hadamard fractional derivative when β = 0, ρ → 1,  

a = −∞. 

• We consider the following parameters α, β, γ, µ 

satisfying  

γ = α + β − αβ, 0 ≤ γ < 1, 0 ≤ µ < 1, α > 0, β < 1. 

Definition 2.3. The equation (1.1) is Ulam-Hyers 

stable if there exists a real number Cf > 0 such that for 

each  > 0 and for each solution v ∈ C1−γ,ρ[a, b] of the 

inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt))|≤ , t ∈ J, 

there exists a solution u ∈ C1−γ,ρ[a, b] of equation (1.1) 

with  
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|v(t) − u(t)|≤ Cf,   t ∈ J, 

Definition 2.4. The equation (1.1) is generalized 

Ulam-Hyers stable if there exists ψf ∈ C([0, ∞), [0, ∞)) f 

(0) = 0 such that for each solution v ∈ C1−γ,ρ[a, b] of the 

inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,βv(κt))|≤ , t ∈ J, 

there exists a solution u ∈ C1−γ,ρ[a, b] of equation (1.1) 

with  

|v(t) − u(t)|≤ ψf ,   t ∈ J, 

Definition 2.5. The equation (1.1) is Ulam-Hyers-

Rassias stable with respect to  ∈ C1−γ[a, b] if there 

exists a real number Cf > 0 such that for each > 0 and 

for each solution v ∈ C1−γ,ρ[a, b] of the inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,βv(κt))|≤ (t), t ∈ J,

          (2.4) 

there exists a solution u ∈ C1−γ,ρ[a, b] of equation (1.1) 

with  

|v(t) − u(t)| ≤ Cf(t), t ∈ J, 

Definition 2.6. The equation (1.1) is generalized 

Ulam-Hyers-Rassias stable with respect to  ∈ C1−γ[a, b] 

if there exists a real number Cf, > 0 such that for each 

solution v ∈ C1−γ,ρ[a, b] of the inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), ρ

Dα,βv(κt))|≤ (t), t ∈ J,

          (2.5) 

there exists a solution u ∈ C1−γ,ρ[a, b] of equation (1.1) 

with  

|v(t) − u(t)| ≤ Cf,(t), t ∈ J, 

Remark 2.7. It is clear that:  

1. Definition 2.3 => Definition 2.4.  

2. Definition 2.5 => Definition 2.6.  

Lemma 2.8. Let α, β > 0, the semigroup property is 

valid. This is,  

(ρ αρ
 

βf )(t) = (ρ α+β)(t), 

and 

(ρDαρ
 

αf )(t) = f (t). 

Lemma 2.9. Let t > a, ρ
 

α and ρDα, according to 

Eqs. (2.1) and (2.2), respectively. Then  
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Lemma 2.11. If f ∈ Cγ,ρ[a, b], then  

    0.=)(lim=)( tfaf
at

 


 

The following Lemmas are needed in the sequel.  

Lemma 2.12. Suppose α > 0, a(t) is a nonnegative 

function locally integrable on a ≤ t < b (some b ≤ ∞), and 

let g(t) be a nonnegative, nondecreasing continuous 

function defined on a ≤ t < b, such that g(t) ≤ K for some 

constant K. Further let u(t) be a nonnegative locally 

integrable on a ≤ t < b function with 
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fractional initial value problem  
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if and only if u satisfies the integral equation of the form  
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Theorem 2.14. (Schauder fixed point theorem [5]) 

Let B be closed, convex and nonempty subset of a 

Banach space E. Let N : B → B be a continuous 
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mapping such that N(B) is a relatively compact subset 

of E. Then N has atleast one fixed point in B. 

3. EXISTENCE THEORY 

Now, we give our main existence result for problem 

(1.1)-(1.2). Before starting and proving this result, we 

assume the following hypotheses:  

(H1) There exist constants K > 0 and L > 0  such that  

|g(t, u, v, w) − g(t, -u, -v, 
—
w )| ≤ K (|u – -u | + |v − -v |) + L  

|w –  
—
w |, 

for any u, v, w, -u, -v, 
—
w ∈ R, and t ∈ J. 

(H2) There exist l, m, n, p ∈ C1−γ[a, b] with l∗ = supt∈J l(t) 

< 1 such that 

|g (t, u, v, w)| ≤ l(t) + m(t) |u| + n(t) |v| + p(t) |w | , 

for t ∈ J and u, v, w ∈ R. 

(H3) There exists an increasing function  ∈ C1−γ,ρ[a, b] 

and there exists λ > 0 such that for any t ∈ J 

ρ
 

α (t) ≤ λ  (t). 

Theorem 3.1 Assume that (H1)-(H2) hold. Then the 

problem (1.1)-(1.2) has at least one solution defined on 

J.  

Proof. Consider the operator R : C1−γ,ρ[a, b] →  
C1−γ,ρ[a, b] defined by 
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It can be written as  
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Where gu(t) := ρDα,βu(t) = g(t, u(t), u(κt), gu(t)).  

Clearly, the fixed points of the operator R are 

solutions of the problem (1.1)-(1.2). 

For any u ∈ C1−γ,ρ[a, b] and each t ∈ J, we have  
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This proves that R transforms the ball Br′ := {u ∈ 

C1−γ,ρ[a, b] : ǁuǁ ≤ r’ } into itself. We shall show that the 

operator R : Br′ → Br′ satisfies all the conditions of 

Schauder fixed point theorem. The proof will be given 
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Since un → u as n → ∞ and gu is continuous (i.e., f 

is continuous), then by the Lebesgue dominated 

convergence theorem, we have 

ǁRun − RuǁC1−γ,ρ 
→ 0   as   n → ∞. 

Step 2: R(Br′ ) is uniformly bounded. 

This is clear since R(Br′ ) ⊂ Br′ and Br′ is bounded. 

Step 3: R (Br′ ) is equicontinuous.  

Let t1, t2 ∈ J, t1 < t2 and let u ∈ Br′. Thus, we 

have  
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As t1 → t2, the right-hand side of the above 

inequality tends to zero.  

As a consequence of Step 1-3 together with the 

Arzela-Ascoli theorem, we can conclude that R is 

continuous and compact. From Schauder ’s theorem, 

we conclude that R has a fixed point u, which is a 

solution of the problem (1.1)-(1.2).  

Lemma 3.2. Using the hypotheses (H1),(H2) and if  
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then the proposed problem (1.1)-(1.2) has a unique 

solution.  

4. STABILITY ANALYSIS 

In this section, we study the Ulam-Hyers stability for 

the proposed problem (1.1)-(1.2). 

Remark 4.1. A function v ∈ C1−γ,ρ[a, b] is a solution of 

the inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt))|≤ , t ∈ J, 

if and only if there exist a function g ∈ C1−γ,ρ[a, b] (which 

depends on solution u) such that  

1.  |g(t)| ≤ , ∀ t ∈ J. 

2. 
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt)) + g(t), t ∈ J. 

One can have similar remarks for the inequalities 

(2.4) and (2.5).  

Remark 4.2 A solution of the Hilfer-Katugampola 

type nonlinear neutral pantograph inequality  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt))|≤ , t ∈ J, 

is called a fractional -solution of the problem (1.1).  

Theorem 4.3 Assume that (H1),(H2) and (3.5) hold, 

then the problem (1.1)-(1.2) is Ulam-Hyers stable.  

Proof. Let   > 0 and let v ∈ C1−γ,ρ[a, b] be a function 

which satisfies the inequality:  

|
ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt))|≤ , for any t ∈ J, 

         (4.1) 

and let u ∈ C1−γ,ρ[a, b] be the unique solution of the 

following nonlinear neutral pantograph equation  
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ρ
Dα,βv(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt)),   t ∈ J. 

 ρ 1−γu(a) = 
ρ 1−γv(a) = ua,  

where 0 < α < 1 and 0 ≤ β ≤ 1. 
 Using Lemma 2.13, we obtain  
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By integration of the inequality (4.1) and using 
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Where v = v () is a constant, which completes the 

proof of the theorem. Moreover, if we set ψ() = Cf ; 

ψ(0) = 0, then the problem (1.1)-(1.2) is generalized 

Ulam-Hyers stable.  

Theorem 4.4 Assume that (H1), (H2), (H3) and 

(3.5) hold. Then, the problem (1.1)-(1.2) is Ulam-Hyers-

Rassias stable.  

Proof. Let v ∈ C1−γ,ρ[a, b]  be solution of the inequality  

|ρDα,βv(t) − g(t, v(t), v(κt), ρDα,β v(κt))|≤ (t), t ∈ J,  > 0, 

         (4.2) 

and let u ∈ C1−γ,ρ[a, b] the unique solution of the 

following nonlinear neutral pantograph equation  

ρ
Dα,βu(t) − g(t, v(t), v(κt), 

ρ
Dα,β v(κt)),   t ∈ J, 

 ρ 1−γu(a) = 
ρ 1−γv(a) = ua,  

where 0 < α < 1 and 0 ≤ β ≤ 1. 

Using Lemma 2.13, we get  
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By integration of the inequality (4.2), we get  
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On the other hand, we have  
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By applying Lemma 2.12, we get  
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Then for any t ∈ J, and by (H3), we have  
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where v1 –v1 () is a constant, which completes the 

proof of Theorem 4.4.  

Example 4.5 Consider the following Hilfer-

Katugampola type nonlinear neutral pantograph 

problem  
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Where 0 <  < 1, a = 0, b = 1,  = 
1

-2
 ,  = 

1

-3
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Clearly, the function f satisfies the hypotheses of 

Theorem 3.1. 

For any u, v, w, -u, -v, 
—
w ∈ R, and t ∈ J. 

|f(t, u, v, w) - f (t, -u, -v, 
—
w |≤ 1—  (|u - -u | + |  v -  -v |) +  

 10 

1—  (|w - 
—
w |.  

10 

Hence, the hypothesis (H1) is satisfied with K = L 1— 

 10 

Thus, the condition from (3.5)  
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It follows from Lemma 3.2 that the problem (4.4)-

(4.5) has a unique solution. Moreover, Theorem 4.3 

implies that the problem (4.4)-(4.5) is Ulam-Hyers 

stable. 
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