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Time Series in the Study of Seismic Regime of Vrancea (Romania) 
Seismic Zone 

R.Z. Burtiev* 
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Abstract: In the series of monthly number of earthquakes is present long-term systematic component. The assumption 
about stationary of the average value and the variance is rejected. Statistically significant autocorrelation coefficients 
mean that the time series is not random, and there is some connection between successive levels. In order to predict a 
series of exponential smoothing method was used. Best model is simple seasonal for the logarithm of the levels, and 
Winters additive for the square root level of the original series. The research of time series confirms that the ARIMA (0, 
1, 2) x (1, 0, 1) s model can be used to the analysis and prediction of uniform non-stationary time series with a nonlinear 
trend, such as a polynomial of low degree. Prediction for 2012 is computed using simple Simple seasonal, Winters and 
ARIMA models.  
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1. INTRODUCTION 

The theory of time series (TS) may be useful in the 
study the phenomena like period of increased seismic 
activity and variations of seismicity in time, etc. 
Observations of active seismic zones show that the 
temporal characteristics of seismicity are not stationary. 
The periods of variations of earthquakes number 
(monthly, yearly) are scattered randomly on the time 
axis. Under the schedule of the monthly number of 
Vrancea focus earthquakes, we cannot definitely judge 
about the presence of the regularities in the duration of 
the periods of variations of the number of earthquakes 
and in the alternation of periods of seismic quiescence 
and high seismic activity. The stimulus for this study 
was the desire to analyze the structure of some formal 
methods for finding regularities in the statistical 
variations of seismicity parameters in time.  

Seismicity is characterized by: 1) frequency of 
earthquakes; 2) statistical distribution of thrust force 
(magnitude); 3) spatial distribution of lesions; 4) 
macroseismic observations of strong seismic events. 

For the investigation of seismicity can be applied 
spatial models and time series models. Spatial model 
describes a set of parameters of seismicity at a given 
time. 

Time series represents a series of regular 
observations over a certain parameter of seismicity at 
successive times or time intervals. In this paper, a time 
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series model is used to investigate the probabilistic 
structure of the flow of seismic events. Generally, the 
purpose of the study is to identify the time series 
patterns in the changing of series levels and the 
elaboration of the model in order to predict and study 
the relationships between phenomena. 

The theory of time series is used to solve the 
following main tasks: 1) determination of the nature the 
series; 2) determining the main parameters of the 
series; 3) prediction of future values (monthly number 
of earthquakes) time series according to available data. 
Time series can include the following components: 

1) Trend;  

2) Cyclical component; 

3) Seasonal component; 

4) Random component.  

Time series consists of deterministic and random 
parts. Deterministic part (trend, cyclical and seasonal 
components) is used for prediction of future values of 
the series. For a correct reflection of the real process 
by time series data sample must meet the following 
conditions: comparability; homogeneity; sustainability; 
a sufficient volume of data. 

2. DATA ANALYSIS 

Analysis is subject to a set of monthly number of 
earthquakes in the Vrancea earthquake zone during 
the period from 1978 to 2011. Levels of the series are 
monthly number of earthquakes. The sample 
observation period must be sufficiently long to identify 
changes in seismic events. In practice, a reference 
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period including more than 50 observations is 
considered sufficient [1]. The series of monthly number 
of earthquakes in Vrancea seismic source is analyzed. 

Preliminary stage of statistical analysis included 
checking the uniformity of the sample. The statistical 
test used to measure uniformity is the coefficient of 
variation [2-4]: 

V =
!

a
            (1) 

where σ is the standard deviation, and ā is the 
arithmetic mean of the sample. The data are 
considered to be uniform if the coefficient of variation 
does not exceed 33%. The coefficient of variation Vq = 
77% shows that the sample of monthly number of 
earthquakes is not uniform. According to Kolmogorov-
Smirnov test the hypothesis according to a Poisson 
distribution of the monthly number of earthquakes 
rejected. 

3. RESEARCH OF THE SERIES STRUCTURE 

The first idea of the nature of time series can be 
composed according to its schedule. On the schedule 
of TS (Figure 1) we can see a slow steady increase in 
levels of the series, thus constituting a time series 
components enter into it multiplicatively. Multiplicative 
models differ from additive models in that the additive 
model seasonal fluctuations do not depend on a 
number of levels, and in the multiplicative model 
amplitude of seasonal fluctuations varies depending on 
the values of the series. Often the number of 
aftershocks in the spatial and temporal vicinity of strong 
earthquakes increases, forming a swarm of 
earthquakes, including the previous (foreshocks) and 

subsequent (aftershocks) earthquake. Multiplicative 
model can be explained by a swarm of earthquakes, 
and the lack of seismic data availability smooth 
increase in the number of monthly earthquakes (trend). 
The graph shows that the series contains a cyclical 
component, and the nature of earthquakes repeated 
monthly. Outliers indicate periods of increased seismic 
activity. However, for a complete analysis of a number 
of structures to be built correlogram. 

The independence of time series parameters can 
specify a stationary character from the starting time. A 
series is divided into two intervals, and the hypothesis 
of equality of means and variances of intervals is 
checked for revealing of this circumstance.  

Table 1: Group Statistics 

Group N Average Standard 
Deviation 

St. Error of 
Average 

1 204 15,32 12,925 0,905 

2 204 24,39 16,437 1,151 

The data series for the periods 1978-1994 and 
1995-2011 years was made up for this purpose. The 
criterion of Livin dispersions equality is applied to test 
the null hypothesis H0, about the equality of both 
groups’ dispersions (Table 2). If the hypothesis is 
rejected, i.e. observed significance level is less than 
0.05, it is necessary to use t-criterion with separate 
dispersions for comparison of average values. In this 
case the F-statistics for series is equal to F =15.085 the 
corresponding probability of significance α = 0.0 is less 
than the critical probability of 0.05, i.e. the hypothesis 
about equality of dispersions is improbable. F-statistics 
for the Livin criterion is obtained by conducting the one-
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Figure 1: The series schedule. 
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factorial dispersive analysis for module deviation of 
each observation from the group average. The 
statistics t =-6.918 is obtained by using t-test with 
separate dispersions (equality of dispersions isn't 
supposed). This value exceeds the tabulated value 
corresponding to a significance level α = 0.01 i.e., 
about equality of average values of two groups with 
different dispersions is improbable. Thus, the 
assumption of stationary character of series on the 
average value and on the dispersion is rejected. 

In t-tests of paired samples of the null hypothesis 
H0: ū =0 assumes equality to zero of the average of 
observations’ differences in the two groups 
ui = xi-yi i = 1,..., n. In order to test the H0 hypothesis 
statistics it is used the t-criterion: 

t =
u

!

n

, u =
1

n
u
i

2

i=1

n

! , !
2
=

1

n "1
u
i

i=1

n

#         (2) 

It is compared with the tabulated value 
corresponding to a significance level α = 0.05 with (n-1) 
degrees of freedom (Table 2). This criterion is applied 
when it is necessary to compare the conditions in 
which the observations are hold and the values of the 
time series at different time intervals. By sampling data, 
hypothesis about the equality to zero of average value 
of the series level differences for the periods 1978-
1994 and 1995-2011 years is disproved - the observed 
probability of significance is less than α=0.05.  

The statistical moments calculated for different 
intervals of the series are independent random 
variables. A parametric method for testing stationary of 
a series is used when probabilistic structure of the 
series is known. Nonparametric methods are used, 
when there is no information on the frequency nature of 
a series. Methods such as inversion method can find 
trends in time series and identify the statistical 
independence of samples [6-8]. Many statistical tests 
suggest that the order in which data were collected has 
no importance. If yes, then the sample is not random 
and these observations are not independent. The 
criterion of series is applied for hypothesis checking 

about a random of sample. The randomnicity in the 
case of time series means the absence of a trend. To 
use the runs test, each level is compared with the value 
M (median, mode, or the average of time series) 
[9, 10]. 

If the level of series- xt is more than M, this value is 
assigned to (+); if it is less than (-), and if it is equal to 
M the sign isn’t given. Series is a sequence of 
consecutive symbols (+) or (-). The sample is 
considered random if the following two inequalities are 
carried out [11]:  

Lmax < 3.3lg(n +1),w !
t
< 0, 5(n +1" u

1"
#

2

n "1)        (3) 

The hypothesis about the random nature of the 
series is rejected, because the corresponding 
probability value is negligible, observed significance 
level is less than α=0.05.  

U-test by the method of Mann and Whitney is a test 
for nonparametric comparison of two independent 
samples. It is based on the use of a common sequence 
of values of both samples. One variation series is made 
from two series. The null hypothesis assumes that the 
value of one sample will be distributed in regular 
intervals among the values of other samples. The 
alternative hypothesis would be consistent if the 
situation when the value of one of the samples will 
dominate on one of ends of the combined series [12, 
13]. In this case, the intersection of two lines will be 
minimal. By the method of Mann and Whitney, 
hypothesis about randomness for is rejected. 

Carrying out the Mozes test, the first of two series is 
regarded as a control. The values of both series are 
arranged in the order statistics and they are assigned 
the appropriate rank location. The scope between the 
rank positions is counted up in the control group. By 
Mozes test, the hypothesis that both series are 
components of one series, twice the length, also is 
rejected.  

The basis of the Kolmogorov-Smirnov test is the 
calculation of the maximum difference between the 

Table 2: Criteria for Independent Samples 

 Criteria of Livin Dispersions Equality T-Criterion of Comparison of Averages 

Dispersions F Significance 

Degrees of 
Freedom 

t significance 

equal 15.085 0.0 406 -6.918 0.0 

not equal   384, 606 -6.918 0.0 
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cumulative incidences of both series, on which the 
calculation of the probability of significance is based. 
According to the criterion of Kolmogorov-Smirnov test, 
the null hypothesis is rejected [14]. If the assumption of 
a random nature of the oscillation observations in the 
test series really, there should be no relation between 
the levels of the series. An alternative assumption 
allows for dependence between successive levels, that 
is, in this case, the time series is not random. To 
assess the relationship between the successive levels 
can be used autocorrelation function time series. 
However, in this case, the autocorrelation coefficient 
can be estimated for non stationary series, but in this 
case its probabilistic interpretation is lost [10]. 

4. AUTOCORRELATION FUNCTION OF SERIES 

The aim of time series analysis is to identify a 
number of models. Analysis of the autocorrelation 
function and correlogram (4) allows revealing the 
structure of the series, that is, to determine in a series 
the presence of one or another, not priori known 
frequency periodic components. 

ACF(l) =

(yk ! y)(yk!l ! y)
k=l+1

n

"

(yk ! y)
2

k=1

n

"
, k=1,…, n-1       (4) 

Although the autocorrelation function is defined only 
for stationary processes, it can be calculated for any 
series and used to analyze the structure of the series. 
So, if the highest is first-order autocorrelation, which 
means that, the analyzed series contains only a 
tendency. If the time series is close to white noise, the 
correlogram oscillates close to the horizontal axis, and 
its value is close to 0 [3]. For high values of τ estimate 
ACF (4) of the autocorrelation coefficient has errors. 

This is due to the partial summation as well as 
observation of summing discarded. Therefore 
correlograms for large values of l does not reflect the 
true structure of the series. For fixed number of ACF 
(4) decreases rapidly with increasing l. If there is a 
trend autocorrelation function takes the form of slowly 
falling curve. In the case of seasonal periodicity in the 
graph there are peaks of ACF for lags of multiple 
periods of seasonality. But these peaks can be hidden 
by the presence of a trend or a large variance of the 
random component [15]. 

The autocorrelation function of the series shows a 
significant peak at lag 1 (Figure 2). The series contains 
only a tendency. A statistically significant autocorre-
lation coefficient indicates that the levels are not 
random, and between successive observations there is 
some connection. The comparative smoothness of the 
series is explained by the positive correlation between 
consecutive levels. 

The linear coefficients of autocorrelation charac-
terize a closeness only of a linear connection between 
current and previous levels of the series. Therefore, it 
is possible to judge about the presence or absence of 
linear dependence by using the coefficients of 
autocorrelation. None zero values of autocorrelation 
coefficients indicate an on linear trend. The linear 
coefficients of autocorrelation for time series, consisting 
of the logarithms of the initial levels, were calculated for 
series checking on the presence of several non-linear 
trends (Figure 3).  

Formal methods of determining the trend are: 

• Method of least squares  

• Method of a sliding average.  

 
     (a) ACF      (b) PACF 

Figure 2: (a): Autocorrelation function. (b) particular autocorrelation function of the series of the series. 
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Figure 3: Autocorrelation function of the logarithms of the 
initial levels. 

The analytic function, which characterizes the 
dependence of levels of a series from time, is 
constructed for modeling of the trends of the time 
series. This method is called an analytic alignment of 
time series. 

For trend description the following functions are 
used: 

• Linear 

• Hyperbolic 

• Exponential 

• Polynomial. 

For example, for detection of a trend in the form of 
sedate function, it is possible to use regression of 
levels of a time series on time (10): 

x
t
= a + !

j
t
j

j=1

p

" + #
t           (5) 

ετ∼ιιδ (0,σ2). If regression is not significant, it means that 
the trend in the time series is absent. Let’s consider the 
linear regression model for time series levels ξτ = α + βτ + 
ετ. Thus, the hypothesis about the absence of a trend 
means the plausibility of hypothesis Η0: α=0, βϕ=0, 
ϕ=1,...,π - about the equality of regression coefficients to 
zero. For testing the null hypothesis Η0 it is calculated 
F-statistic criterion (6) [1,8,13]:  

F =
RSSH ! RSS( ) / p !1( )

RSS / n ! p( )
         (6) 

F > F
p!1,n! p

"            (7) 

where ν –number of observations, π -number of 
parameters. If (7) is valid, then the hypothesis Η0 is 
rejected. It means that the regression is significant and 
all regressors should be taken into account.  

In our case, the hypothesis H0 is rejected at the 5% 
significance level, the sample value F-test indicates a 
statistically significant regression relationship of levels 
over time on all models of the trend. That is, in a 
number of monthly numbers of earthquakes there is a 
tendency of growth of levels over time. The presence of 
a trend in a number of monthly numbers of 
earthquakes can be explained by the fact that:  

• Improved operation of the system of seismic 
observations. After earthquake catalogs do not 
reflect the image of seismicity and do not contain 
information about all the seismic events that 
occurred in the earthquake zone. The minimum 
threshold magnitude earthquake catalogs 
completeness decreases with time. That is, the 
observed trend is not due to the nature of 
seismicity, and is caused by the lack of a 
representative volume of information on 
earthquakes. 

• Return period of large seismic events is tens, 
sometimes hundreds of years, while the series of 
observations cover much shorter periods of time. 
For example, in this case, we investigate a 
monthly number of earthquakes that occurred 
from 1978 to 2011. The age of earthquake 
sources has millions years, and the length of the 
series must exceed the return period for the 
largest seismic event in zone, and the 
quantization step time should be not only a 
month, but longer intervals. Under the length of 
the series refers to the time elapsed from the first 
to the last observation in the series.  

5. THE METHOD OF EXPONENTIAL SMOOTHING 
AND FORECASTING TIME SERIES 

The theory of time-series offers large number of 
series prediction methods that implement the scheme 
extrapolation. That is, the number of investigated and it 
is expected that its properties do not change in the 
future. One of the simplest methods is simple 
exponential smoothing method. Despite the simplicity 
of used mathematical apparatus, the forecast potential 
of the method is not inferior to methods where 
applicable deeper mathematical extrapolation methods. 
Exponential smoothing method refers to the non-
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parametric method of time series analysis, since its 
application does not depend on the type of distribution 
of the random component. Exponential smoothing 
method makes it possible to obtain an estimate of the 
parameters of the trend in the non-average number, 
and the trend followed-up to the last observation. 

One of the nonparametric methods of revealing of a 
trend mt is the moving average method, in which 
random deviations are repaid. With this method, the 
smoothing values of the levels of the series are 
replaced by average values that characterize the mid-
point of the time intervals of moving [2,16]. When we 
subtract from the values of levels the values of the 
moving average εt=xt-mt we can select a random 
component of the series, which is used for construction 
of the autoregressive model to forecast. The method of 
exponential smoothing is used for forecasting of non-
stationary time series (8):  

S
t
= !x

t
+ "S

t#1            (8) 

where St-value of the exponential average at the time t; 
α-smoothing parameter, 0<α<1; β=1-α. This formula is 
applied recursively - each new value is calculated as 
the weighted average of the observation (which is also 
forecast) and the smoothed series. 

For the series of monthly number of earthquakes 
have been tried non-seasonal and seasonal 

models:  

• Non-seasonal models: simple; Holt and Brown 
(linear trend);  

• Seasonal model: simple seasonal; Winters 
additive; Winters multiplicative. 

When the series contains non-linear trend, it makes 
sense to convert the data. The package SPSS for data 
conversion used two functions: the natural logarithm 
and square root. To forecast time series, contains the 
logarithm of levels monthly number of earthquakes, 
optimal, based on largest sample test statistic quality 
control, model is simple seasonal model. Multiplicative 
seasonal model Winters is best for the series, which 
consists of the square root level of the original series. 
Sample values of the probability of significance 0.194 
and 0.15 Box-Ljung statistics (9) is less than the 
significance level α = 0.05. 

Q
LB

= T (T + 2)
r!
2

T " !!=1

m

# ~$ 2
(m)          (9) 

If the series contains a seasonal component, it 
makes sense to smooth exponentially this component, 
with some additional parameter δ. Simple seasonal 
exponential smoothing model differs from the simple 
exponential smoothing, the fact that the additive model 
to forecast the seasonal component is added, and the 
multiplicative model is multiplied. In the additive model, 
the forecast is based on the following formula: 

P
t
= S

t
+ I

t
         (10) 

where It -seasonal index adjusted at t-p, which is given 
by the expression [17]: 

I
t
= I

t!s
+ " 1!#( )e

t
        (11) 

In multiplicative model addition is replaced by 
multiplying: 

P
t
= S

t
I
t
         (12) 

I
t
= I

t!s
+ " 1!#( )

e
t

S
t

        (13)  

where δ is seasonal smoothing parameter, and takes 
values between 0 and 1, St - value exponentially 
smoothed level of series at time t, and It-s denotes the 
smoothed seasonal factor at time t minus s (s - number 
of periods in the seasonal cycle), and et is observed 
minus predicted value of the series at time t. 

Winters multiplicative model used for series with a 
linear trend and seasonal variations, varying with the 
value of the series. In the multiplicative model Winters 
forecast for k steps ahead given by the formula: 

!Yt+ p = (Lt + pTt )St"s+ p         (14) 

where Y '(t + p) levels predicted on the p periods 
ahead. Lt component describes the smoothed series, Tt 
is the value of the trend at time t, and St is used to 
assess the seasonality and estimated by the formulas: 

• Smoothing the original series: 

Lt =
!yt

St"s
+ 1"!( ) Lt"1 + Tt"1( )        (15) 

• Smoothing trend 

T
t
= ! L

t
" L

t"1( ) + 1" !( )T
t"1        (16) 

• Evaluation of the seasonal component 

St = !
yt

Lt
+ 1" !( )St"s

#
$%

&
'(

        (17)  
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α, β, γ smoothing parameters which take values in the 
interval [0, 1].  

The method is based on the use of the exponential 
weighted average for the season series. 

The predicted values for selected models of the 
monthly number of earthquakes in 2012 are not 
significantly different (the second and third row (Table 
4.). The first line (Table 4.) provides information about 
the number of monthly earthquakes in 2011. Numbers 
1, 2, 12 correspond to the name of months: 1st 
January; February 2nd, and so on. 

The quality of the forecast is determined by the 
maximum coefficient of determination R2, and the 
optimum values of numerical characteristics of 
residues: RMSE; MAPE; MAE; MaxAPE; MaxAE; BIC 
(Table 4). If the model is adequate, than residues is 
"white noise". Charts autocorrelation and partial 
autocorrelation functions of a number of residues have 
no significant peaks, and are within the 95% 
confidence interval for all joists. 

The dynamics of the time series may have different 
forms, and there are many models that can be more or 
less reliably describe time series. Selection of the 
optimal model for the purpose of forecasting is difficult 
and is the main problem of time series theory. The time 
series consists deterministic and random factors, and 
study measures the relationship between them can 
carry out the structure of the series and determine its 
components. 

6. THE SPECTRAL ANALYSIS OF TIME SERIES 

The research of the frequency structure series is 
carried out by the procedure "Spectral analysis" of 
software package SPSS. Almost any periodic function 
can be approximated by Fourier series, the sum of 
sinus and cosines (22) [9, 18, 19, 20]  

xt = acos(! t) + bsin(! t),       0 <!  ! "       (18)  

The Fourier spectrum contains frequencies that are 
present in the original series. The deviation of rests 

from the white noise may indicate unaccounted 
seasonal variations. Considered series cover the 
period T=408 months. The sinusoidal fluctuations are 
applied to the entire observation period, when ω = 
2π/408. With a frequency of 2ω we will obtain two 
variations on the entire range of observations, because 
in this case, the length of the period is 2π/2ω = (2π) 
408/4π=204 months. The frequency of kω, k =1, 2,…, 
204 mean that there are k fluctuations, each with a 
period of 408/k months accordingly. Thus, the time 
series can be decomposed into a sum of sinusoidal 
oscillations of different frequencies and amplitudes 
(19): 

x
t
= a

k
cos(k!t) + b

k
sin(k!t)

k=1

K

" , k=1,      (19)  

where: ak, bk are the Fourier coefficients. A graphical 
representation of the comparative values of the 
oscillations of different frequencies is called the 
periodogram (Eq. 24): 
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+
+

,

-
.
.
      (20) 

where ωi=2πi/408 is frequency. The periodograms are 
calculated for the detection of periodic oscillations in 
“white noise” [13]. The periodogram values are 
estimated on the basis of sample and are connected 
with random fluctuations. To remove random 
fluctuations periodogram is smoothed by the method 
weighted moving average.  

The width of the window moving average is taken to 
be an odd number m=5. The spectral density is 
calculated as the average m/2 of the preceding and 
subsequent periodogram values. 

Periodogram (Figure 4) shows a sequence of 
random peaks, and it is impossible to talk about the 
significant periodic cycles of different frequencies. 
Form of periodogram indicates the trend [9].  

In the frequency domain, the trend can be seen as a 
vibration with an infinitely large period and, accordingly, 

Table 3: The Predicted Values for the Series of the Season Exponential Smoothing and Multiplicative Winters Models 

Month 1 2 3 4 5 6 7 8 9 10 11 12 

2011 24 21 24 20 16 27 21 27 24 29 16 21 

Simple 
seasonal 2012 20 18 23 27 29 26 26 34 31 33 26 31 

Winters 
2012 

21 19 24 28 30 27 27 34 32 34 27 32 
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with a very low frequency. This trend could affect the 
value of the spectral density function at the left end of 
the range of frequencies. 

 
Figure 4: The periodogram of time series. 

 

 
Figure 5: The spectral density function of the series.  

Consequently, for the correct application of spectral 
analysis, a series should be decomposed into compo-

nents and the trend should be removed. Different 
approaches to the identification of a trend given its 
different options, according to different values of levels 
refined from the trend of series. There is a question, 
whether these differences affect the values of the 
spectral density. The particular interest is represented 
by the low-frequency oscillations, as long-term trends 
in dynamics of the series are contained in the field of 
low frequencies. The better the model trend 
component, the more vibrations it contains, as the 
approximation is better.  

7. LINEAR TIME SERIES MODELS 

Above it was shown that the time series is non-
stationary. Non-stationary time series can be modeled 
as an ARIMA-model based on a 3-component process: 
the autoregressive order p; moving average of order q; 
"random walk" ξt~N (0,σ2). The procedure “Design 
Models” package SPSS is used to construct the time 
series models. The mathematical form of the model 
has the form [21]: 

!d
xt = "

0
+ " j!

d
xt# j # $n% t#n

n=1

q

& + 't
j=1

p

&       (21) 

If the series is non-stationary, it can be reduced to a 
weakly stationary series by taking successive 
differences of same order (22): 

!x j = x j " x j"1,!
2
xk = !xk " !xk"1,

!
d
xl = !

d"1
xl " !

d"1
xl"1

       (22)  

The original series are returned at d-fold summation 
of the integrated series. SPSS package contains a 
procedure for integrating the time series and the choice 
of suitable orders of ARIMA -process (p, d, and q). The 
diagnostic test of the adequacy of models is based on 
the analysis of the series of rests. If the model is 
adequate, then the rests are "white noise”. It means 

Table 4: The Values of Numerical Characteristics of Residues 

Model Model Fit Statistics Ljung-Box Q(18) 

 Stationary R-
squared 

R-
squared RMSE MAPE MAE MaxAPE MaxAE Normalized 

BIC Statistics DF Sig. 

Simple 
seasonal 0.624 0.490 11.037 61.05 7.028 5848.347 68.358 4.832 20.610 16 0.194 

Winters' 
Additive 0.623 0,487 11,086 61,762 7,051 6004,718 68,258 4,856 20,598 15 0.150 

ARIMA(0,1,2)
х(1,0,1)s 

0.216 0.468 11.309 66.082 7.121 6878.756 71.526 4,896 17,296 15 0.302 
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that the correlation coefficients between the levels of a 
series of rests are equal to zero and the normalized 
cumulative periodogram deviates little from the straight 
line connecting the point (0,0) and (0.5; 1). The models 
(p,d,q)x(P,D,Q) at different values of traditional and 
seasonal options were considered in the constructor of 
the time series models. ARIMA (0, 1 ,2)х(1,0,1)s model 
were determined in the constructor of SPSS package 
models for the time series. The plausibility of the null 
hypothesis H0 that the autocorrelation coefficients 
between the levels of a series of rests are equal to zero 
is tested by the Ljung-Box criterion (9). 

The selected statistic (9) is less than the critical 
value of χ2 distribution with (k-p-q) degrees of freedom 
corresponding to the level of significance α=0.05. The 
dimension of the observed probability value 0.302 for 
series, exceed the probability of error of the first kind 
α=0.05.  

The best models of a series are defined by the 
maximum coefficient of determination and by the 
optimal values of the numerical characteristics of a 
series of rests: RMSE; MAPE; MAE; MaxAPE; MaxAE; 
BIC. Typically, the forecast shouldn’t go beyond the set 
time of one cycle (Tables 3-5). 

8. CONCLUSION 

In the series of monthly number of earthquakes is 
present long-term systematic component. The 
assumption about stationary of the average value and 
the variance is rejected, because the autocorrelation at 
lag 1 is maximal. Statistically significant autocorrelation 
coefficients mean that the time series is not random, 
and between successive levels there is some 
connection. In order to predict a series of exponential 
smoothing method was used. Best model was simple 
seasonal, for the logarithm of a levels, and Winters 
additive model for the square root level of the original 

series. The research of time series confirms that the 
autoregressive methods - ARIMA(0,1,2)х(1,0,1)s can be 
used to the analysis and prediction of uniform non-
stationary time series with a nonlinear trend, such as a 
polynomial of low degree.  
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